System Architecture and Implementation of MIMO Sphere Decoders on FPGA

Xinming Huang, Member, IEEE, Cao Liang, Student Member, IEEE, and Jing Ma, Member, IEEE

Abstract—Multiple-input–multiple-output (MIMO) systems use multiple antennas in both transmitter and receiver ends for higher spectrum efficiency. The hardware implementation of MIMO detection becomes a challenging task as the computational complexity increases. This paper presents the architectures and implementations of two typical sphere decoding algorithms, including the Viterbo–Boutros (VB) algorithm and the Schnorr–Euchner (SE) algorithm. Hardware/software codesign technique is applied to partition the decoding algorithm on a single field-programmable gate array (FPGA) device. Three levels of parallelism are explored to improve the decoding rate: the concurrent execution of the channel matrix preprocessing on an embedded processor and the decoding functions on customized hardware modules, the parallel decoding of real/imaginary parts for complex constellation, and the concurrent execution of multiple steps during the closest lattice point search. The decoders for a 4 × 4 MIMO system with 16-QAM modulation are prototyped on a Xilinx XC2VP30 FPGA device with a MicroBlaze soft core processor. The hardware prototypes of the SE and VB algorithms show that they support up to 81.5 and 36.1 Mb/s data rates at 20 dB signal-to-noise ratio, which are about 22 and 97 times faster than their respective implementations in a digital signal processor.

Index Terms—Field-programmable gate array (FPGA), lattice point search, multiple-input–multiple-output (MIMO) detection, parallel structure, sphere decoding, system-on-chip (SoC).

I. INTRODUCTION

Wireless communication systems are dense compositions of signal processing and VLSI technologies. With the ever increasing demand of higher data rate and better quality of service, VLSI design and implementation method for wireless communications becomes more challenging, which urges researchers to provide new architectures and efficient implementations to meet high performance requirements. In recent years, the interests in multiple-input–multiple-output (MIMO) systems have exploded. It is well known that MIMO systems are able to increase system capacity and improve communication reliability [1]–[3]. The applications of MIMO technology have emerged at the forefront of the developing standards for next-generation mobile communications and wireless networks. Combined with the orthogonal frequency-division multiplexing (OFDM) technique, MIMO is proposed to be incorporated into the fourth generation (4G) mobile communications system architectures to enhance voice and data transmissions. Recent initiatives for standardization of future MIMO communication systems including UMTS (3GPP Release 7) [4], IEEE 802.11n wireless LAN [5], and IEEE 802.16e WiMax [6] reflect the importance of MIMO techniques.

The information theory for MIMO systems has been well studied on performance parameters such as data rate and bit error rate (BER) [7]. The layered space-time receiver structures and coding schemes have allowed the MIMO systems to approach the theoretical capacities on a multiantenna channel [8]. On the receiver end, one of the key functions is to perform channel decoding to recover the original data stream corresponding to each of the transmitted antennas from the receiving signal vector and estimated channel information. Both lattice theory and coding theory are applied in the design of MIMO detection algorithms. In a multiple antenna channel environment, each of the transmitted signal vectors is aligned on the modulated constellation points. Therefore, a multilayered lattice is formed with a set of finite points and the MIMO detection is essentially an algorithm to search for the closest lattice point to the received vector. There are two typical classes of comprehensive search algorithms for a lattice without an exploitable structure. One is the Pohst strategy that examines lattice points lying inside a hypersphere [9], [10]. The lattice decoding algorithm developed by Viterbo and Boutros is based on the Pohst strategy [11]. Another class of lattice search strategy is suggested by Schnorr and Euchner [12], based on examining the points inside the aforementioned hypersphere in zig zag order of lattice layers with nondecreasing distance from the received signal vector. A representative lattice decoding algorithm based on Schnorr–Euchner (SE) strategy is applied by Agrell et al. [13]. Both lattice search algorithms solve the maximum-likelihood (ML) detection problem. Both algorithms are considered the most promising approaches for MIMO detection, and are also commonly referred as sphere decoders since the algorithms search for the closest lattice point within a hypersphere.

Due to the complexity of the lattice decoding algorithms and the high data dependency among the decoding procedures, the MIMO decoders are generally implemented on digital signal processors (DSPs), such as the Bell Labs layered space-time (BLAST) system [14], [15]. Because it does not support parallel computation, the speed of the DSP implementation is often limited, especially as the number of antennas increases. The VLSI architectures of MIMO systems have been investigated recently. It is a challenging task to reduce the complexity of the
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VLSI implementation in order to achieve maximal performance in real-time. Several hardware implementations have been reported by prototyping the VB algorithm, the SE algorithm, or their modified versions [16]–[18]. Most recently, the application-specific integrated circuit (ASIC) implementation by Berg et al. has demonstrated the decoding rate up to 73 Mb/s at 20-dB signal-to-noise ratio (SNR) [19]. It is a modified searching algorithm based on the Pohst strategy and incorporates the depth-first tree traversal with progressive radius reduction. However, an ASIC implementation is generally refined for a fixed number of antennas and a certain signal constellation, and is optimized for low power high frequency circuit design. The limitation of an ASIC implementation is lack of flexibility when the number of antennas or the signal constellation changes. Field-programmable gate-array (FPGA) devices are widely used in signal processing, communications, and network applications because of their reconfigurability and support of parallelism. FPGA has at least three advantages over a DSP processor: the inherent parallelism of an FPGA is equipped for vector processing; it has reduced instruction overhead; the processing capacity is scalable if the FPGA resource is available. The disadvantage is that the development cycle of the FPGA design is usually longer than the DSP implementation. But once an efficient architecture is developed and the parallel implementation is explored, FPGA is able to significantly improve the processing speed because of its intrinsic density advantage [20]. Furthermore, FPGA also has several advantages over an ASIC implementation: an FPGA device is reconfigurable to accommodate system configuration changes even in run-time; it has significantly reduced prototyping latency comparing to ASIC; it is a cost-effective solution to meet the low volume short cycle product requirement [21].

In addition, the system-on-chip (SoC) concept has been adopted to FPGAs lately by introducing one or more embedded processors into the FPGA design [22], e.g., the PowerPC hard processor cores and the MicroBlaze soft processors on Xilinx FPGAs as well as the Nios soft processors on Altera FPGA devices. The SoC architecture significantly improves the interoperability and reduces the design complexity of many complex computational algorithms. Consequently, the hardware/software codesign technique can be applied to partition the computational algorithm into customized hardware and embedded software. For instance, one or more embedded processors can be instantiated in an FPGA to execute processing tasks that are less time critical but highly sequential or considerably complicated for direct circuit implementation. In this paper, we introduce the FPGA-based SoC architectures for two typical sphere decoding algorithms.

The main contributions of this paper are summarized as follows:

1) We present the FPGA-based system architectures and implementations for MIMO sphere decoding. To the authors’ knowledge, the real-time performance results of the system prototypes are among the fastest MIMO decoders reported thus far. The FPGA implementations provide the flexibility for varying the number of antennas and signal constellations.

2) The SoC approach is introduced to simplify the design of the sphere decoder and improve the efficiency. The hardware/software codesign techniques partition the complicated preprocessing tasks such as matrix factorizations and inversions to an embedded processor and the real-time decoding functions to customized hardware modules.

3) Both the VB and the SE decoding algorithms are implemented on an FPGA platform and are evaluated for decoding rates, BER performance, power consumptions, and area utilizations. The implementations on a DSP are also presented for comparison.

4) Three levels of parallelism are explored to accelerate the processing: the concurrent execution of the preprocessing on an embedded processor and the decoding on hardware cores; the parallel decoding of real/imaginary parts if complex constellation applies; and the concurrent execution of multiple steps during the closest lattice point search.

This paper is organized as follows. Section II reviews the principles of the VB and SE decoding algorithms. The hardware/software codesign architecture is described in Section III. Three levels of parallelism are explored in Section IV. The data dependency among the iterative lattice search procedures is also analyzed in this section. A comparison of the experimental results between these two algorithms among the FPGA and DSP implementations is presented in Section V. The conclusion is given in Section VI.

II. SPHERE DECODING ALGORITHM

Considering an MIMO system with $M$ transmit and $N$ receive antennas, the received signal $\mathbf{y}$ is given by

$$\mathbf{y} = \mathbf{uH} + \mathbf{n}$$  \hspace{1cm} (1)$$

where $\mathbf{u}$ is a transmitted signal vector and $\mathbf{n}$ is an additive white Gaussian noise vector. $\mathbf{H}$ is the $M \times N$ channel matrix that can be assumed as known from perfect channel estimation and synchronization. For selected modulation scheme, each element of the transmit vector $\mathbf{u}$ is a constellation point and the channel matrix $\mathbf{H}$ generates a lattice. The ML decoding algorithm is to find the minimal distance between the received point and the examining lattice point that

$$\hat{\mathbf{u}} = \arg \min_{\mathbf{u} \in \Omega^{M}} |\mathbf{y} - \mathbf{uH}|^2$$  \hspace{1cm} (2)$$

where $\hat{\mathbf{u}}$ is the decoded vector. The entries of $\mathbf{u}$ are chosen from a complex constellation $\Omega$. The set of all possible transmitted vector symbols is denoted by $\Omega^M$. Thus, the ML-based sphere decoding system can be summarized as follows.

Input: The channel lattice generation matrix $\mathbf{H}$ and the received signal vector $\mathbf{y}$.

Output: A $1 \times M$ vector $\hat{\mathbf{u}}$ such that $\hat{\mathbf{u}} \mathbf{H}$ is a lattice point that is the closest to $\mathbf{y}$.

In this section, we summarize the two typical sphere coding algorithms for MIMO detection, namely the VB algorithm and the SE algorithm. Both algorithms are ML lattice decoding algorithms, which try to enumerate the lattice points inside a sphere.
and find the best lattice point with minimum distance to the received point. The main difference between these two algorithms is the investigating order inside the lattice structure. The VB algorithm searches from the lower bound to the upper bound in each search layer and examines all possible lattice points falling into a certain sphere in the lattice structure with an initial radius $\sqrt{C}$. Meanwhile, the SE algorithm spreads out from a nearby lattice point of the received signal and terminates once the total distance is greater than the best distance and the search procedure reaches the bottom layer. No initial radius is needed in the SE algorithm, and it is not required to upgrade the upper and lower bounds of each layer using the time consuming square root functions as needed in the VB algorithm. The detail procedures for each of the sphere decoding algorithms are presented as follows.

A. VB Decoding Algorithm

The direct approach to find the closest lattice point is to enumerate all lattice points falling inside a sphere centered at the received point so as to identify the closest lattice point in the Euclidean metric. The VB decoding algorithm is developed based on the aforementioned principle. Basis reduction can be performed on the lattice generation matrix $\mathbf{H}$ to reduce the complexity of the decoding procedure. In this case, Cholesky factorization is applied to the Gram matrix $\mathbf{G} = \mathbf{H}\mathbf{H}^T$ and it yields $\mathbf{G} = \mathbf{W}^T \mathbf{W}$, where $\mathbf{W}$ is an upper triangular matrix. The closest lattice point search problem is formulated as

$$\hat{\mathbf{u}} = \arg \min_{\mathbf{u}\in\mathbb{Z}^N} \| (\mathbf{u} - \mathbf{y}) \mathbf{W}^2 \|^2$$

(3)

where vector $\rho = \mathbf{y} \mathbf{H}^{-1}$ is the least-mean-square (LMS) solution of (1). The predefined parameter $C$ denotes the squared radius of an $M$-dimensional sphere centered at the receiving vector. So the closest lattice point $u$ must satisfy

$$d(\rho, \mathbf{u}) = \sum_{j=1}^{M} \left( \sum_{i=j}^{M} \mathbf{W}_{ji} (\rho_j - u_j) \right)^2 \leq C.$$  

(4)

Starting from the bottom row of matrix $\mathbf{W}$ and working backwards, the upper and lower bound of the examining lattice point can be determined from (4). We use $u_k$ to represent the index of the examined layer and $L_k$ to denote the upper bound of $u_k$. The closest lattice point search starts from the bottom layer to the top layer and scans each lattice index from the lower bound to the upper bound. When the algorithm reaches the top layer without violating the bound constraint, a valid lattice point is found. Then the new distance $d_{\text{new}}$ between the valid lattice point and the received vector is calculated and compared with the current best distance $d_{\text{best}}$. A closer lattice point to the received point is found if $d_{\text{new}}$ is less than $d_{\text{best}}$. This lattice point is saved and the search radius is upgraded as $d_{\text{new}}$. The process iterates until all of the lattice points within the sphere are examined. More details about the theory of the decoding algorithm can be founded in [11].

The step-by-step procedures of the VB algorithm are listed in the following.

1) Preprocessing: Transform $\mathbf{H}$ into an upper triangular matrix $\mathbf{W}$ by Cholesky decomposition algorithm [10]. Initialize the sphere radius by an adaptive method [11], set dimension index $k = N$ and $d_{\text{best}} = C$, and find the upper bound $L_k$ and index $u_k$.

2) Finite-State Machine (FSM): Upgrade $u_k = u_k + 1$. If $(u_k < L_k$ and $k > 1$), then go to State A; If $(u_k < L_k$ and $k = 1$), then go to State B; If $(u_k \geq L_k$), then go to State C.

3) State A: Expand the search into $(k - 1)$ sublayer, find the parameters used to upgrade $u_k$ and $L_k$, and go to State D.

4) State B: Compute $d_{\text{new}}$. If $d_{\text{new}} < d_{\text{best}}$, record the currently best distance and the best lattice point, set $k = N$, and go to State D. If $d_{\text{new}} \geq d_{\text{best}}$, then go to FSM.

5) State C: If $k = N$, stop the algorithm. Otherwise, move the search one layer up $k = k + 1$ and go to FSM.

6) State D: Upgrade $u_k$ and $L_k$ that involve square root computations, and then go to FSM.

B. SE Decoding Algorithm

Instead of examining the lattice points within a sphere, the SE algorithm searches the closest lattice point in the nearest hyperplane. So no initial radius is required in the SE algorithm. The search of the closest lattice point starts from the Babai point [23], and spreads out within the distance between the Babai point and the received vector $\mathbf{y}$. The lattice generation matrix $\mathbf{H}$ is factorized into a lower triangular matrix $\mathbf{R}$ and an orthonormal matrix $\mathbf{Q}$ using KZ reduction or LLL reduction [24], where $\mathbf{H} = \mathbf{R}^{-1} \mathbf{Q}$. The closest lattice point problem is formulated as

$$\hat{\mathbf{u}} = \arg \min_{\mathbf{u}\in\mathbb{Z}^N} \| \mathbf{y} \mathbf{Q}^T - \mathbf{u} \mathbf{R}^{-1} \|^2.$$  

(5)

The index $u_k$ is calculated and examined in two steps as in (6) and (7)

$$\mathbf{c}_k = \mathbf{y} \mathbf{Q}^T \mathbf{R}$$

(6)

$$u_k = \{[e_{kk}], [e_{kk}] \pm 1, [e_{kk}] \pm 2, \ldots \}$$

(7)

where the round function $[z]$ finds the closest integer to $z \in \mathbb{R}$. The orthogonal distance $d_k$ to the current $k$-dimensional layer can be found as

$$d_k = (e_{kk} - u_k)/r_{kk}.$$  

(8)

where $r_{kk}$ is the diagonal element of $\mathbf{R}$. Thus, the partial Euclidean distance (PED) up to the $k$-dimensional layer is calculated as

$$\text{PED}_k = \sum_{i=k}^{M} d_i^2.$$  

(9)

If the PED$_k$ is less than the current best distance $d_{\text{best}}$, it is stored and the search procedure expands to $(k - 1)$ dimensional sublayer with an update

$$e_{k-1,i} = e_{ki} - d_k r_{ki}, \quad \text{where } i = 1, 2, \ldots, k - 1.$$  

(10)
Conversely, if the $P_{\text{det}}$ is greater than $d_{\text{best}}$, the searching procedure steps back by one dimensional layer, followed by an update of the examining index in zig-zag order as in (7), which leads to a nondecreasing distance from the examining index to the current layer. The procedure exits when the search moves down to the bottom layer without finding a shorter distance. Therefore, the best lattice point found so far becomes the output.

The step-by-step procedures of the SE algorithm are illustrated in the following.

1) **Preprocessing**: Perform QR factorization on channel matrix $\mathbf{H}$ and inversion of the triangular matrix $\mathbf{R}$. Initialize dimensional index $k = M$, find the bounded index $\ell_k$ and the distance $d_k$ from $\mathbf{y}$ to the current sublayer $M$, and set $d_{\text{best}} = \infty$.

2) **FSM**: Updates $P_{\text{det}}$ using $d_k$; let $d_{\text{new}} = P_{\text{det}}$:
   a) if $d_{\text{new}} < d_{\text{best}}$ and $k > 1$, go to State A;
   b) if $d_{\text{new}} < d_{\text{best}}$ and $k = 1$, go to State B;
   c) if $d_{\text{new}} \geq d_{\text{best}}$, go to State C.

3) **State A**: Expand the search into $k - 1$ sublayer, find bounded $\ell_k$ and distance $d_k$, and go to FSM.

4) **State B**: Record current best distance $d_{\text{best}} = d_{\text{new}}$ and the lattice point $\mathbf{g}_k$. Set $k = 2$, find bounded $\ell_k$ and distance $d_k$, and go to FSM.

5) **State C**: Exit if $k = M_T$. Otherwise, move the search into $k - 1$ sublayer, find bounded $\ell_k$ and distance $d_k$, and go to FSM.

Because there is no bound constraint in the SE algorithm, it does not need to calculate and to update the bound in each layer, thus the time-consuming square root operations are avoided. Second, the chance of early identifying the correct layer is maximized using the nondecreasing order of investigation. Furthermore, the lattice point search starts from the Babai point, so no initial radius is required. Based on numerical results, it is claimed that the SE algorithm is in average about 2 to 8 times faster [13] than the VB algorithm.

### III. SoC Architecture on FPGA

This section presents a general system-on-chip architecture for sphere decoding algorithms. In order to improve the efficiency of the closest point lattice search, basis reduction is generally performed to transform the lattice generation matrix into an upper or lower triangular matrix, as shown in both VB and SE algorithms. This process is called preprocessing, which involves matrix factorizations such as Cholesky or QR decomposition and matrix inversions. These complex matrix manipulations are difficult to be mapped directly into digital circuits. Fortunately, the preprocessing stage of the sphere decoding algorithms does not need to be executed frequently. Generally, we can assume that the channel matrix $\mathbf{H}$ is static during the transmission of one frame length of data. Therefore, the preprocessing of the lattice generation matrix only needs to be executed once for a period of time (typically 10 ms). A standard embedded processor on the latest FPGA running about 100 MHz is able to complete the preprocessing task gracefully within such a period of time. In our FPGA-based SoC architecture shown in Fig. 1, we dedicate a soft core embedded processor for the preprocessing task.

Although the preprocessing only performs once per frame length of data, the actual closest lattice point search procedure needs to be executed for every received signal vector. The decoding rate of the sphere decoder is determined by the average completion time of the search procedure. As shown in Fig. 1, the SoC architecture includes an embedded processor, customized hardware module(s), and a shared peripheral bus between them for data communication. Subsequently, hardware/software codesign technique is applied to partition the decoding algorithm into each of the processing units. A straightforward coarse-grain partition yields the implementation of preprocessing on an embedded processor and the search procedures on customized hardware units. The preprocessing results (the upper or low triangular matrix) are transferred from the processor to the customized hardware units periodically. In practice, the SoC architecture can achieve considerably faster processing speed than a general DSP because of the VLSI implementation of the lattice search procedures. Furthermore, the FPGA-based SoC architecture provides more flexibility and programmability than an ASIC implementation. The number of customized hardware units can be changed and each of them can be reconfigured at run-time. The software implementation of preprocessing greatly reduces the design complexity and silicon area and the preprocessing algorithm can be conveniently updated if necessary.

![Fig. 1. FPGA-based SoC architecture for sphere decoder implementations.](image)

Fig. 1 shows the SoC architecture based on the Xilinx Virtex-II Pro FPGA with an embedded MicroBlaze (MB) soft core processor, which is a 32-bit RISC processor implemented using general logic primitives. The on-chip peripheral bus (OPB) is chosen as the interface between the MicroBlaze and customized hardware cores. The OPB is synchronous to the MicroBlaze processor and can achieve a high data transfer rate. The maximum number of the customized modules that can be attached to the soft processor is determined by the size of the hardware cores and the available resources on an FPGA.

### IV. Exploration of Parallel Structures

This section presents the parallel structures of the sphere decoding algorithms. Three levels of parallelism are explored to accelerate the decoding rate of the hardware implementations.
A. **Processor Level Parallelism**

The hardware/software codesign architecture for both VB and SE algorithms are identical and illustrated in Fig. 2. The preprocessing part, including matrix factorization and inversion, is programmed on the MicroBlaze soft processor for both algorithms. The lattice search procedures are implemented in customized hardware modules to speed up the decoding throughput. The OPB interface is used to transfer data between them. The processor level parallelism refers to the concurrent execution of the preprocessing and decoding blocks.

Furthermore, multiple decoding blocks can be mapped into the FPGA if the hardware resources are available. This is feasible because all signals received within the same frame length are decoded using the same triangular matrix supplied by the same preprocessing unit. Thus multiple received signals can be decoded simultaneously. Given $t_p$ as the execution time of preprocessing and $t_d$ as the time to decode a single received vector, the system architecture with a single embedded processor and $N$ customized hardware units can achieve a speed up of

$$S_k = \frac{(t_p + t_d L)}{\max(t_{pp}, t_d L/N)}$$

(11)

where $L$ is the number of received vector per frame length. Based on the FPGA resource usage shown in Section V, the XC2VP30 FPGA can accommodate three hardware decoders for the VB algorithm and four decoders for the SE algorithm in parallel to accelerate the decoding speed.

B. **Complex Constellation Parallelism**

If the transmitted signal is modulated using complex quadrature amplitude modulation (QAM), the channel matrix $\mathbf{H}$ becomes an $M \times N$ complex matrix, and the received signal $\mathbf{y}$ and the transmitted signal $\mathbf{u}$ are $1 \times N$ and $1 \times M$ complex vectors respectively. In this section, we only consider the case for the same number of transmit and receive antennas ($M = N$).

Generally, the $M$-dimensional complex problem can be solved via decomposing the complex matrix into an equivalent $2M$-dimensional real matrix as

$$\begin{bmatrix} \Re\{\mathbf{y}\} \\ \Im\{\mathbf{y}\} \end{bmatrix}^T = \begin{bmatrix} \Re\{\mathbf{u}\} \\ \Im\{\mathbf{u}\} \end{bmatrix}^T \begin{bmatrix} \Re\{\mathbf{H}\} & -\Im\{\mathbf{H}\} \\ \Im\{\mathbf{H}\} & \Re\{\mathbf{H}\} \end{bmatrix} + \begin{bmatrix} \Re\{\mathbf{n}\} \\ \Im\{\mathbf{n}\} \end{bmatrix}^T \cdot \begin{bmatrix} \Re\{\mathbf{y}\} \\ \Im\{\mathbf{y}\} \end{bmatrix}^T \cdot$$

(12)

The inputs of the sphere decoder become a $2M$-dimensional channel matrix and a $1 \times 2M$ received signal vector. Doubling the dimension of the system enlarges the search space, thus significantly increasing the number of iterations during the closest lattice point search procedure. Fig. 3 shows the number of states visited as the dimension of the channel matrix grows for the SE algorithm for $E_b/N_0$ of 10 and 20 dB, respectively. Number of states visited is an important factor of decoding rate. The decoding rate will be considerably degraded if the dimension of the search space is doubled. In addition, decomposing into a $2M$-dimensional real lattice ignores the orthogonal feature of real and imaginary parts of a complex system and the symmetry of the QAM constellation, thus reducing the possibility of parallel implementation on FPGA. Consequently, the conventional $2M$-dimensional real lattice method is not suitable for hardware implementation.

An efficient complex channel matrix transformation is developed to explore the orthogonal feature of the real and imaginary parts of a complex problem. (12) can be rewritten in (13) and (14) using linear transformation as

$$\begin{align*}
\mathbf{y}_1 &= \Re\{\mathbf{u}\}\mathbf{S} + \mathbf{n}_1 \\
\mathbf{y}_2 &= \Im\{\mathbf{u}\}\mathbf{S} + \mathbf{n}_2
\end{align*}$$

(13) (14)

where $\mathbf{S}$ is given by $\Re\{\mathbf{H}\} + \Im\{\mathbf{H}\}\Re\{\mathbf{H}\}^{-1}\Im\{\mathbf{H}\}$, and $\mathbf{y}_1$ and $\mathbf{y}_2$ can be computed similarly. All lattice points remain the same after the linear transformation. It is worth mentioning that the linear transformation above creates a new lattice generation matrix $\mathbf{S}$ and new received signal vectors $\mathbf{y}_1$ and $\mathbf{y}_2$. It also implies that the property of the new noise vectors $\mathbf{n}_1$ and $\mathbf{n}_2$ may be different from those of the original noise vectors $\Re\{\mathbf{n}\}$ and $\Im\{\mathbf{n}\}$. Compared to the simulation results of the direct search in (12), separate decoding of real and imaginary parts may result small differences in BER performance at high SNR due to the effect of the noise property changes. This will be further explained in the experimental study in Section V.

It is clearly indicated in (13) and (14) that the $2M$-dimensional complex problem has been decomposed into two independent $M$-dimensional real problems. This transformation is well suited for FPGA-based implementation because the real and imaginary parts of the received signal can be decoded in parallel. Since the number of search iterations for each part remains the same as an $M$-dimensional real system, the decoding rate can be improved for an MIMO system with complex quadrature amplitude modulation (QAM) constellation using the linear transformation method.
C. State Level Parallelism

To further improve the decoding speed, we explore the intrinsic parallel structure for the sphere decoding algorithm. Due to the irregular structure of the lattice, the lattice search procedures are complicated and not explicit for mapping into concurrent execution threads. To facilitate the parallel implementation, each sphere decoding algorithm is partitioned into a number of states as listed in Section II, with an FSM controlling the transition among them. Subsequently, the data dependency analysis can be performed on the state transition diagram.

1) Data Dependency Analysis: There are three states involved in the decoding procedure as described in the step-by-step procedures for the SE algorithm. Fig. 4 shows the data dependency among all possible state transitions. State A is dependent on both states B and C if the search procedure switches to A from B or C, because the orthogonal distance calculated in B or C is used to upgrade the layer index in State A. Similarly, State A is self-dependent. State B has no data dependency on A because these two states always work on different search dimensions if B follows A during the search. For the same reason, State C is not dependent on any other state. Based on the data dependency analysis, the possibility of the parallelism among these three states is found as: \( A \mid B, A \mid C, B \mid C, \) and \( C \mid C \). These conditions are used to implement the state level parallelism.

Similarly to the SE algorithm, Fig. 5 gives all possible state transitions and the data dependency of the VB algorithm. It shows that only state C can be executed simultaneously with states B–D. Therefore, the parallel states are \( B \mid C, C \mid C, \) and \( D \mid C \).

2) Implementation of Parallel Structure: Based on the data dependency analysis, parallel structures are developed to further accelerate the closest lattice point search procedure. As an example, Fig. 6(a) shows a typical search process in the SE decoding algorithm, where the state transition is executed sequentially. In the state-level parallel structure, four hardware modules are created, with one for each state and a duplicated module for state C because two continuous C states can be executed concurrently. These four modules are executed simultaneously to speed up the search procedure as shown in Fig. 6(b). All possible states after the next state are enabled if they are allowed to execute in parallel. For example, if state A is the next state, then modules A, B, and C are all enabled because the search procedure could jump to either B or C after state A, making A execute in parallel with both B and C. At the end of the processing in state A, the results from either B or C will be accepted based on the state transition condition. The next group of the selected state is then enabled and the search procedure continues. For a typical search process shown in Fig. 6, seven cycles are required to complete the computation if executed sequentially as demonstrated in Fig. 6(a), but the same process only takes four cycles in the parallel structure as shown in Fig. 6(b).

The state parallel structure for the VB algorithm is similar to that of the SE algorithm. There are five state modules (A, B, C, C, and D) with double instantiations of state C. Concurrent execution becomes possible providing that data dependency does not exist among the selected states. A moderate performance gain can be achieved based on the state level parallel implementations.

V. EXPERIMENTAL RESULTS

Both SE and VB algorithms are developed in EDK\(^3\) and prototyped on Xilinx Virtex-II Pro developing board with an XC2VP30 FPGA.\(^3\) The resource usage and the maximum frequency of the decoder are compared between these two algorithms. The BER performance is obtained by the simulation of fixed-point HDL models. Test vectors are used to verify the design implementation on the FPGA-based hardware prototype. For performance comparisons, both algorithms are also implemented on a DSP processor.

A. Soft Core Processor Performance

As described in Section III, the preprocessing part of the sphere decoding algorithms is partitioned to the MicroBlaze soft core processor on FPGA. The software code for the preprocessing includes QR or Cholesky factorization, matrix inversion and transpose, and other operations. From the synthesis results, the MicroBlaze processor can operate at 100 MHz when prototyped on the FPGA. The execution time of the preprocessing task for the $4 \times 4$ MIMO system is shown in Table I.

The results demonstrate that the preprocessing part of the sphere decoders can be completed within 0.534 ms, which is much less than the typical transmission of a frame length of data (about 10 ms) in a MIMO system. A system with eight transmit and eight receive antennas has also been examined. The results show that the preprocessing task can be completed within 2.7 ms for both SE and VB algorithms. These results prove the feasibility of the processor-level parallel architecture with an embedded processor.

B. Hardware Resource Utilization

Based on the SoC architecture described in Section III, the lattice point search procedures are mapped as customized hardware units on the FPGA to speedup the decoding rate. For the $4 \times 4$ MIMO system, the FPGA resource usages and the post place-and-route (PAR) frequencies are compared between the SE and VB algorithms as shown in Table II. The results show that the VB-based decoder uses more embedded multipliers and more FPGA slices than the SE decoder because the VB algorithm involves more complicated computations.

C. Decoding Rate Performance

The data rate for the MIMO sphere decoder with $M$ transmit and $M$ receive antennas is determined by

$$ R = \frac{Mf_{\text{lim}}}{c_{\text{avg}}/n_{\text{state}}} $$  \hspace{1cm} (15)

where $f$ is the system frequency of the circuits in megahertz, bits per dimension $h_{\text{lim}}$ is determined by the modulation scheme, and $n_{\text{state}}$ is the number of state visits required to decode a receive vector at certain SNR. In our design with state level parallelism, two or more states executed at the same time are counted as one state visit. $c_{\text{avg}}$ is the average number of clock cycles per state visit that is calculated as

$$ c_{\text{avg}} = \sum (P_i \times c_i_{\text{state}}) $$  \hspace{1cm} (16)

where $P_i$ is the statistic percentage for visiting state $i$, which can be obtained from high-level simulation. $c_i_{\text{state}}$ is the number of clock cycles used for state $i$ captured from the FPGA circuit simulation. The simulation results show that the average processing time per state visit is 8.5 cycles for the SE algorithm and 7.7 cycles for the VB algorithm. Based on these parameters, the decoding rate of the sphere decoder for the $4 \times 4$ system with 16-QAM modulation at 20-dB SNR is given in Table III. The results show that the SE based decoder is more than 2.21 times faster than the VB based decoder. These results match the theoretical analysis in [13].

These two algorithms are also implemented on DSP in comparison with the FPGA-based decoders. A fixed-point DSP processor TMS320C6201 is chosen as the benchmark platform, which operates at 200 MHz [25]. Fig. 7 gives a data rate comparison between the FPGA and DSP implementations. The results
show that the DSP-based SE and VB decoders can only reach about 3.66 and 0.38 Mbps, respectively for a $4 \times 4$ system with 16-QAM modulation at 20-dB SNR. Compared to the FPGA design, the key reason for the low decoding rate in DSP is the lack of parallelism support and high instruction overhead. As shown in Table IV, the DSP-based VB decoder takes 474 clock cycles in average for a state visit, which is only 7.7 clock cycles in the corresponding FPGA implementation. The number of state visits of the DSP implementation is significantly larger than that of the FPGA implementation because DSP does not support the state level parallelism. Similarly, the DSP-based decoders cannot implement the current execution of preprocessing and decoding. It does not support the parallel processing of real/imaginary parts of decoding algorithms either. As shown in Fig. 7, the data rates of the FPGA-based sphere decoders are about 22 times and 97 times faster than the DSP implementations of SE and VB algorithms, respectively, at the same system and channel settings.

### D. BER Performance

The BER performance is evaluated using different lattice generation matrices with Gaussian distribution and a large number of source data at different SNRs with additive white Gaussian noise (AWGN). Fig. 8 shows the BER performance for the hardware implementation of the SE sphere decoder. The BER performance of the VB algorithm is almost identical to the SE algorithm. The FPGA implementations apply the proposed complex transformation method and decode the real and imaginary parts separately. The software simulations directly conduct the lattice search using complex numbers. The BER performance of the FPGA implementations is then compared to the software simulation. The experimental results in Fig. 8 show that the FPGA-based sphere decoders match the BER performance of the software simulations at low SNR. It is also shown that a small degradation up to 0.8 dB at high SNR for the transformed parallel implementations on the FPGA. As explained in Section IV-B, the small difference of BER performance at high SNR is due to the changes of noise property through the linear transformation.

### E. Power and Area Estimation

The power consumption of the design mapped on FPGA can be estimated using the XPower tool. The estimated power is calculated by summing up the consumed power of all used elements in the design using the device specific capacitance model and the circuit switching activity taken from the VCD files. Since the die size of the XC2VP30 FPGA and silicon area of each slice is not available in the public domain, the area estimation is based on the data provided in [26] for a similar FPGA device XC2V1000, which uses 0.15 $\mu$m process. In particular, the area of each tile, which includes 128 slices, 1 embedded multiplier, and 1 RAM block, is 1.141 mm². Since the prototyped XC2VP30 device uses a 0.13-$\mu$m process, the tile area is scaled by multiplying a factor of $(13/15)^2$ to yield an estimated size of 0.857 mm². The total area utilization on the FPGA is then computed by the number of slices in use as in Table V.

The power consumption of the TMS320C6201 DSP is based on the typical values provided in [27] for high activity operations (75% high and 25% low). The die size of the DSP device is provided in [28]. The area of the DSP is larger than the FPGA implementation. One obvious reason is the difference in process technology. The C6201 DSPs use a 0.18-$\mu$m process and the circuit switching activity is based on the data provided in [26] for a similar FPGA device XC2V1000, which uses 0.15-$\mu$m process. In particular, the area of each tile, which includes 128 slices, 1 embedded multiplier, and 1 RAM block, is 1.141 mm². Since the prototyped XC2VP30 device uses a 0.13-$\mu$m process, the tile area is scaled by multiplying a factor of $(13/15)^2$ to yield an estimated size of 0.857 mm². The total area utilization on the FPGA is then computed by the number of slices in use as in Table V.

### VI. Conclusion

The system architectures and implementations of two typical sphere decoding algorithms for MIMO detection are pre-
sented in this paper. Hardware/software codesign technique is applied when partitioning the decoding algorithm on a single FPGA device, with channel matrix preprocessing on an embedded processor and the decoding functions on customized hardware modules. Multiple levels of parallelism are explored in the system design in order to achieve faster throughput. The decoders for a 4 x 4 MIMO system with 16-QAM modulation are prototyped on a Xilinx XC2VP30 device with a MicroBlaze soft core processor. Compared to the VB algorithm, the SE algorithm has lower circuit complexity, smaller silicon area, and fewer lattice search iterations. The results show that the SE based decoder is more than 2.21 times faster than the VB based decoder and uses 30% fewer FPGA slices. The same algorithms are also implemented on a TMS320C6201 DSP processor to compare the performance. The FPGA prototypes of the SE and VB algorithms show that they support up to 81.5 and 36.1-Mb/s data rates at 20-dB SNR, which are about 22 and 97 times faster than their respective implementations in a DSP. Power consumptions of the FPGA and DSP implementations are comparable, but the areas of the FPGA designs are smaller. The throughput advantage of the FPGA is due to its rich computational resources and the parallel processing using the customized circuits. Future research will further optimize the VLSI implementations to reduce the power and area utilization and to achieve faster system throughput on a single chip.
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